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1. Algunos esclarecimientos respecto del proyecto de mecanizar la razén

El Nooscopio es una cartografia de los limites de la inteligencia artificial, concebida como una
provocacion tanto a la ciencia de la computacion como a las humanidades. Todo mapa presenta una
perspectiva parcial, una manera de provocar debate. Del mismo modo, este mapa es un manifiesto
—de disidentes de la IA. Su principal objetivo es desafiar las mistificaciones de la inteligencia
artificial. Primero, en tanto definicién técnica de la inteligencia, y segundo, como forma politica
supuestamente auténoma de la sociedad y de lo humano. ! En la expresion “inteligencia artificial” el
adjetivo “artificial” remite al mito de la autonomia tecnolégica: insinda las caricaturescas “mentes
alienigenas” que se auto-reproducen en silicio, pero sobre todo, en realidad, mistifica dos procesos
reales de alienacién: el crecimiento de la autonomia geopolitica de las compaiiias hi-tech y la
invisibilizacién de la autonomia de los trabajadores a escala global. El proyecto moderno de
mecanizacion de la razén humana claramente ha mutado, en el siglo XXI, en un régimen corporativo
de extraccion del conocimiento y colonialismo epistémico. > Esto no sorprende, ya que los algoritmos
de aprendizaje maquinico (machine learning) son los mds poderosos algoritmos de compresion
de informacién.

El propdsito del Nooscopio es secularizar la IA, llevarla del status de “maquina inteligente” al de
instrumento de conocimiento. En lugar de evocar leyendas de cognicién alienigena, es mas razonable
considerar al aprendizaje maquinico como un instrumento de magnificacion del conocimiento, que
ayuda a percibir caracteristicas, patrones y correlaciones a través de vastos espacios de datos
inaccesibles al alcance humano. En la historia de la ciencia y la tecnologia, esto no es nuevo: ya ha
sido realizado por instrumentos opticos durante las historias de la astronomia y la medicina. 3 En la
tradicién de la ciencia, el aprendizaje maquinico es solo un Nooscopio, un instrumento para ver y
navegar en el espacio del conocimiento (del griego skopein, ‘“examinar, mirar” vy
noos “conocimiento”).

Tomando la idea de Gottfried Wilhelm Leibniz, el diagrama del Nooscopio aplica la analogia de los
medios Opticos a la estructura de los aparatos de aprendizaje maquinico. En la discusion acerca del
poder de su calculus ratiocinator y “ntimeros caracteristicos” (la idea de disefiar un lenguaje numérico
universal para codificar y resolver todos los problemas del razonamiento humano), Leibniz propone
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una analogia con los instrumentos de magnificacion visual como el microscopio y el telescopio.
Escribe: “Una vez que los niimeros caracteristicos hayan sido establecidos para la mayoria de los
conceptos, la humanidad poseerd un nuevo instrumento que mejorara las capacidades de la mente en
mucha mayor medida que los instrumentos opticos fortalecen nuestros ojos, y reemplazard al
microscopio y al telescopio en la misma medida en que la razén es superior a la vista” (Leibniz,
1677/1951, p. 23). Aunque el objetivo de este texto no es reiterar la oposiciéon entre culturas
cuantitativas y cualitativas, el credo de Leibniz no necesita ser seguido. Las controversias no pueden
ser computadas conclusivamente. El aprendizaje maquinico no es la mejor forma de inteligencia.

Los instrumentos de medicién y percepcion siempre tienen sus aberraciones intrinsecas. Del mismo
modo en que las lentes de microscopios y telescopios nunca son perfectamente curvilineas y suaves,
las lentes logicas del aprendizaje maquinico encarnan fallas y sesgos. Poder comprender el
aprendizaje maquinico y registrar su impacto en la sociedad implica estudiar en qué grado los datos
sociales son difractados y distorsionados por estas lentes. Esto se conoce generalmente como el
debate sobre sesgos en IA, pero las implicaciones politicas de la forma légica del aprendizaje
maquinico son mas profundas. El aprendizaje maquinico no trae una nueva época oscura sino una de
racionalidad difractada, en la cual, como se mostrard, una episteme de causalidad es reemplazada por
una de correlaciones automatizadas. De manera mds general, la IA es un nuevo régimen de verdad,
prueba cientifica, normatividad social y racionalidad, que frecuentemente toma la forma de
alucinacién estadistica. Este diagrama manifiesto es otro modo de decir que la IA, el rey de la
computacion (fantasia patriarcal de conocimiento mecanizado, “algoritmo amo” y mdquina alfa) esta
desnudo. Aqui estaremos espiando dentro de esta caja negra.

2. La cadena de montaje del aprendizaje maquinico: Datos, Algoritmo, Modelo

La historia de la IA es una historia de experimentos, fallas maquinicas, controversias académicas y
rivalidades épicas por el financiamiento militar, conocidas popularmente como “inviernos de la IA”. 4
Aunque la IA corporativa de hoy describe sus poderes en el lenguaje de la “magia negra” y la
“cogniciéon suprahumana”, las técnicas actuales estdn alin en una fase experimental (Campolo &
Crawford, 2020). La IA estda en la misma etapa en que estaba la maquina de vapor cuando fue
inventada, antes de que fueran descubiertas las leyes de la termodindmica necesarias para explicar y
controlar su funcionamiento interno. De manera similar, hoy hay redes neuronales eficientes para
reconocimiento de imagenes, pero no hay una teoria del aprendizaje que explique por qué funcionan
tan bien y cdmo es que fallan tan mal. Como toda invencién, el paradigma del aprendizaje maquinico
se consolid lentamente, en este caso durante el tltimo medio siglo. El algoritmo maestro no aparecio
de la noche a la maifiana. Por el contrario, ha sido una construcciéon gradual de un método de
computacién que tiene que encontrar aiin un lenguaje comun. ;Cémo puede esbozarse, entonces, una
gramatica critica del aprendizaje maquinico que sea concisa y accesible, sin entrar en el juego
paranoide de definir la Inteligencia General?

Como instrumento de conocimiento, el aprendizaje maquinico se compone de un objeto observable
(datos de entrenamiento), un instrumento de observacion (algoritmo de aprendizaje) y una
representacion final (modelo estadistico). El ensamblaje de estos tres elementos se propone aqui
como un diagrama espurio y barroco del aprendizaje maquinico, denominado extravagantemente
Nooscopio > Siguiendo con la analogia de los medios opticos, el flujo de informacién del aprendizaje
maquinico es como un haz de luz proyectado por los datos de entrenamiento, comprimido por el
algoritmo y difractado hacia el mundo por la lente del modelo estadistico.

El diagrama del Nooscopio apunta a ilustrar al mismo tiempo dos lados del aprendizaje maquinico:
como funciona y cémo falla, enumerando sus componentes principales, asi como el amplio espectro
de errores, limitaciones, aproximaciones, sesgos, fallas, falacias y vulnerabilidades que son propias
de su paradigma. ¢ Esta doble operacién enfatiza que la IA no es un paradigma monolitico de
racionalidad sino una arquitectura espuria hecha de técnicas de adaptacién y trucos. Ademas, los
limites de la IA no son simplemente técnicos sino que estan imbricados con sesgos humanos. En el
diagrama del Nooscopio, los componentes esenciales del aprendizaje maquinico se representan en el
centro, las intervenciones y los sesgos humanos a la izquierda, las limitaciones y los sesgos técnicos
a la derecha. Las lentes épticas simbolizan sesgos y aproximaciones que representan la compresion y
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distorsion del flujo de informacion. El sesgo total del aprendizaje maquinico esta representado por la
lente central del modelo estadistico a través del cual el mundo se difracta.

Las limitaciones actuales de la IA son generalmente percibidas gracias al discurso sobre el sesgo —la
amplificacién algoritmica de la discriminacion por género, raza, capacidades y clase. En el
aprendizaje maquinico, es necesario distinguir entre sesgos histéricos, sesgos de datos y sesgos
algoritmicos, los cuales ocurren en diferentes etapas del flujo de la informacion. 7 El sesgo histérico
(o sesgo del mundo) ya es evidente en las sociedades antes de la intervencién tecnolégica. En
cualquier caso, la naturalizacién de este sesgo, o sea, la integracion de la desigualdad en una
tecnologia aparentemente neutral, es en si misma daiiina (Eubanks, 2018) (véase también (Crawford,
2017)). Parafraseando a Michelle Alexander, Ruha Benjamin lo ha llamado “el nuevo cédigo Jim”: “el
empleo de nuevas tecnologias que reflejan y reproducen desigualdades existentes pero que son
promovidas y percibidas como mds objetivas o progresistas que los sistemas discriminatorios de
épocas previas” (Benjamin, 2019, p. 5). El sesgo de datos se introduce a través de la preparacion de
los datos de entrenamiento por parte de operadores humanos. La parte mas delicada del proceso es el
etiquetado de los datos, en el cual las taxonomias viejas y conservadoras pueden causar una mirada
distorsionada del mundo, tergiversando las diversidades sociales y exacerbando las jerarquias sociales
(ver mas abajo el caso de ImageNet).

El sesgo algoritmico (también conocido como sesgo maquinico, sesgo estadistico o sesgo del modelo,
al cual el diagrama del Nooscopio le presta particular atencién) es la amplificacion adicional del sesgo
histdrico y del sesgo de datos producida por los algoritmos de aprendizaje maquinico. El problema del
sesgo se origind principalmente por el hecho de que los algoritmos de aprendizaje maquinico estan
entre los mas eficientes para la compresion de informacion, lo cual da lugar a cuestiones de
resolucién, difraccién y pérdida de informacién. 8 Desde tiempos antiguos los algoritmos son
procedimientos de naturaleza econdmica, disefiados para obtener un resultado en el menor nimero
de pasos, consumiendo la menor cantidad de recursos: espacio, tiempo, energia y trabajo (Pasquinelli,
en prensa). La carrera armamentistica de las compaiiias de IA estd, ain hoy, ocupada en encontrar los
algoritmos mds rapidos y simples con los cuales capitalizar los datos. Si bien la compresién de
informacion produce una tasa méaxima de ganancia en la IA corporativa, desde un punto de vista
social produce discriminacion y pérdida de diversidad cultural.

Mientras que las consecuencias de la IA son popularmente comprendidas bajo la cuestién del sesgo, el
entendimiento comun de sus limitaciones técnicas se conoce como el problema de la caja negra. El
efecto de caja negra es una cuestion presente en las redes de aprendizaje profundo 9 (que filtran tanto
la informacion que se vuelve imposible invertir sus cadenas de razonamiento), pero se ha vuelto un
pretexto genérico para la opinién de que los sistemas de IA no solo son inescrutables y opacos, sino
incluso “alienigenas” y fuera de control. ° El efecto de caja negra es parte de la naturaleza de
cualquier maquina experimental en un estadio temprano de desarrollo (ya se mencioné que la
maquina de vapor permanecié como un misterio por algin tiempo, aun cuando ya se la habia puesto a
prueba exitosamente). El problema real es la retdrica de la caja negra, fuertemente relacionada con
las teorias conspirativas que predican que la IA es un poder oculto que no puede ser estudiado,
conocido o politicamente controlado.

3. Los datos de entrenamiento: el origen social de la inteligencia maquinica

La digitalizacién masiva, que se expandi6 con Internet en los noventa y escalé con los centros de
datos en los dos mil, ha puesto a disposicion vastos recursos de datos que, por primera vez en la
historia, son libres y desregulados. Un régimen de extractivismo del conocimiento (también conocido
como Grandes Datos -Big Data- fue empleando gradualmente algoritmos eficientes para extraer
“inteligencia” de esas fuentes abiertas de datos, mayoritariamente con el propésito de predecir
comportamientos de consumo y vender publicidad. La economia del conocimiento se transformé en
una forma novedosa de capitalismo llamada capitalismo cognitivo y, luego, capitalismo de vigilancia,
por diferentes autores (Corsani et al., 2004; Zuboff, 2019). Fueron el desbordamiento informacional
de Internet, los vastos centros de datos, microprocesadores mas veloces y algoritmos para
compresion de datos los que sentaron las bases para el surgimiento de los monopolios de la IA en el
siglo XXI.
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¢Qué tipo de objetos culturales y técnicos son los conjuntos de datos que constituyen la fuente de la
IA? La calidad de los datos de entrenamiento es el factor mas determinante de la asi llamada
“inteligencia” que extraen los algoritmos de aprendizaje maquinico. Hay una perspectiva importante
a tener en cuenta para entender la IA y el Nooscopio. Los datos son la principal fuente de inteligencia.
Los algoritmos son la segunda, son las maquinas que computan ese valor e inteligencia en un modelo.
Sin embargo, los datos de entrenamiento no aparecen nunca en bruto, independientes e imparciales
(va son ellos mismos “algoritmicos”) (Gitelman, 2013). El disefio, formateo y edicién de los datos de
entrenamiento es una empresa laboriosa y delicada, que es probablemente mas significativa para los
resultados finales que los parametros técnicos que controlan el algoritmo de aprendizaje. El acto de
elegir una fuente de datos en lugar de otra es la marca profunda que deja la intervencién humana en
el dominio de las mentes “artificiales”.

El conjunto de datos de entrenamiento es una construccién cultural, no sélo técnica. Usualmente
comprende datos de entrada que se asocian con datos ideales de salida, como imagenes con sus
descripciones, llamadas etiquetas o metadatos. ** Un ejemplo canénico podria ser una coleccién de un
museo y su archivo, en el cual las obras de arte estdn organizadas por metadatos tales como autor,
afo, medio, etc. El proceso semiético de asignar un nombre o una categoria a una imagen nunca es
imparcial. Esta acciéon deja otra profunda huella humana en el resultado final de la cognicién
maquinica. Un conjunto de datos de entrenamiento para aprendizaje maquinico usualmente se
compone siguiendo estos pasos: 1) produccion: trabajo o fenémenos que producen informacién; 2)
captura: codificacién de la informacién en un formato de datos producido por un instrumento; 3)
formateo: organizacién de los datos en un conjunto; 4) etiquetado: en aprendizaje supervisado, la
clasificacion de los datos en categorias (metadatos).

La inteligencia maquinica se entrena con vastos conjuntos de datos que se acumulan en maneras que
no son ni técnicamente neutrales ni socialmente imparciales. Los datos en bruto no existen, ya que
dependen del trabajo humano, datos personales y comportamientos sociales que se acumulan durante
largos periodos, a través de redes extensas y taxonomias controversiales. ' Los principales conjuntos
de datos para aprendizaje maquinico (NMIST, ImageNet, Labelled Faces in the Wild, etc.) se
originaron en corporaciones, universidades y agencias militares del Norte Global. Pero mirando con
mas cuidado, uno descubre una profunda divisién del trabajo que inerva el Sur Global a través de
plataformas de crowdsourcing usadas para editar y validar datos. 3 La parabola del conjunto de datos
de ImageNet ejemplifica los problemas de muchos de los datos para la IA. ImageNet es un conjunto
de datos de entrenamiento para aprendizaje profundo que se ha vuelto un benchmark de facto para los
algoritmos de reconocimiento de imagenes: efectivamente, la revolucién del Aprendizaje Profundo se
inicié en 2012 cuando Alex Krizhevsky, Ilya Sutskever y Geoffrey Hinton ganaron el desafio anual de
ImageNet con la red neuronal convolucional AlexNet. '# ImageNet fue iniciada por la cientifica de la
computaciéon Fei-Fei Li en 2006. '> Fei-Fei Li tuvo tres intuiciones para construir un conjunto de
datos confiables para el reconocimiento de imagenes. Primero, descargar millones de imagenes libres
de servicios web como Flickr y Google. Segundo, adoptar la taxonomia computacional WorldNet para
etiquetar iméagenes. 1 Tercero, subcontratar el trabajo de etiquetar millones de imagenes a través de
la plataforma de crowdsourcing Amazon Mechanical Turk. Al final del dia (y de la cadena de montaje),
trabajadores anénimos de todo el planeta reciben unos centavos por la tarea de etiquetar cientos de
imdagenes por minuto de acuerdo a la taxonomia WorldNet: su trabajo resultd en la ingenieria de una
construcciéon cultural controversial. La cientifica de IA Kate Crawford y el artista Trevor Paglen han
investigado y revelado la sedimentacién de categorias racistas y sexistas en la taxonomia de
ImageNet: véase la legitimacion de la categoria “persona fracasada, perdedora, quedada, poco
exitosa” para cien imagenes arbitrarias de personas (Crawford & Paglen, 2019).

El voraz extractivismo de datos de la IA ha causado una inesperada regresion en la cultura digital: en
el inicio de los dos mil Lawrence Lessig no podia predecir que el gran repositorio de imagenes online
bajo licencias Creative Commons se volveria, una década después, un recurso desregulado para
tecnologias de vigilancia por reconocimiento facial. De manera similar, los datos personales son
continuamente incorporados, sin ninguna transparencia, a conjuntos privatizados de datos para
aprendizaje maquinico. En 2019, el artista e investigador de IA Adam Harvey reveld, por primera vez,
el uso no consentido de fotos personales en datos de entrenamiento para reconocimiento facial. La
revelacién de Harvey causé que la Universidad de Stanford, la Universidad Duke y Microsoft retiraran
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sus conjuntos de datos en medio de un gran escandalo por infringir el derecho a la privacidad
(Harvey & LaPlace, 2019; Murgia & Harlow, 2019). Los conjuntos de datos online provocan problemas
de soberania de datos y derechos civiles que las instituciones tradicionales son muy lentas en
contrarrestar (ver el Reglamento General de Proteccion de Datos Europeo) 7. Si 2012 fue el afio en el
que comenzd la revoluciéon del aprendizaje profundo, 2019 fue el afio en que sus fuentes se
descubrieron como vulnerables y corruptas.

4. La historia de la IA como la automatizacion de la percepcion

La necesidad de desmitificar la IA (al menos desde un punto de vista técnico) es algo que se entiende
también en el mundo corporativo. Yann LeCun, director de IA de Facebook y padrino de las redes
artificiales convolucionales, insiste en que los sistemas de IA actuales no son versiones sofisticadas de
la cognicion, sino de la percepcion. De la misma manera, el diagrama del Nooscopio deja al
descubierto el esqueleto de la caja negra de la IA y muestra que la IA no es un autémata pensante,
sino un algoritmo que lleva a cabo reconocimiento de patrones. La nocién de reconocimiento de
patrones contiene cuestiones sobre las que es necesario profundizar. A todo esto, ;qué es un patrén?
¢Se trata de una entidad meramente visual? ;Qué significa considerar a los comportamientos sociales
como patrones? ¢El reconocimiento de patrones es una definicion exhaustiva de inteligencia? Lo mas
probable es que no lo sea. Para traer algo de luz sobre estas cuestiones seria bueno emprender una
breve arqueologia de la IA.

El arquetipo para reconocimiento de patrones es el Perceptron de Frank Rosenblatt. Fue inventado en
1957, en el Cornell Aeronautical Laboratory (New York, EE.UU.) y su nombre es una abreviatura de
“Perceiving and Recognizing Automaton” (Rosenblatt, 1957). Dada una matriz de 20x20
fotoreceptores, el Perceptron puede aprender cémo reconocer letras individuales. Un patrén visual se
graba como una impresion en una red de neuronas artificiales que disparan de manera orquestada
con la aparicion de imagenes similares y activan una sola neurona de salida. La neurona de salida
dispara 1 = verdadero si una imagen dada fue reconocida, o 0 = falso si cierta imagen no
fue reconocida.

La automatizacion de la percepcion, considerada como un montaje de pixeles a lo largo de una cadena
de montaje computacional, estaba originalmente implicita en el concepto de redes neuronales
artificiales de McCulloch y Pitts (Pitts & McCulloch, 1947). Una vez que el algoritmo para
reconocimiento visual de patrones pudo sobrevivir el “invierno de la IA” y hacia finales de los afios
2000 logré volverse eficiente, se lo aplicé al conjunto de datos no-visuales, lo que verdaderamente
inauguré la edad del Aprendizaje Profundo (Deep Learning) (la aplicacion de técnicas de
reconocimiento de patrones a toda clase de datos, no solo visuales). Hoy en dia, en el caso de los
autos auténomos, los patrones que hay que reconocer son objetos que puede haber en una calle. En el
caso de la traduccién automadtica, los patrones a reconocer son las secuencias de palabras mas
comunes que aparecen en textos bilingiies. Sin importar su complejidad, desde el punto de vista
numérico del aprendizaje maquinico, nociones tales como imagen, movimiento, forma, estilo y
decision ética pueden ser descritas como distribuciones estadisticas de patrones. En este sentido, el
reconocimiento de patrones realmente se ha vuelto una nueva técnica cultural que puede ser usada en
muchas areas. A efectos explicativos, describimos al Nooscopio como una maquina que opera bajo
tres modalidades: aprendizaje, clasificacion, y prediccion. En términos mds intuitivos, podemos
llamar a estas modalidades: extraccion de patrones, reconocimiento de patrones, y generacion
de patrones.

El Perceptron de Rosenblatt fue el primer algoritmo que preparé el terreno hacia el aprendizaje
maquinico en el sentido contemporaneo. En una época en la que “ciencia de la computaciéon” todavia
no se habia adoptado como definicion, se denomind al campo como “geometria computacional”,
mientras que Rosenblatt mismo lo llamé “conexionismo”. Ahora bien, el objeto de estas redes
neuronales era el de calcular una inferencia estadistica. Lo que computa una red neuronal no es un
patrén especifico, sino la distribucién estadistica de un patrén. Apenas debajo de la superficie del
marketing antropomorfico de la IA, es posible encontrar otro objeto técnico y cultural que es
necesario examinar: el modelo estadistico. ;Qué es el modelo estadistico en el aprendizaje maquinico?
¢Como se calcula? ¢Cudl es la relacién entre un modelo estadistico y la cognicién humana? Estos son
temas centrales a esclarecer. En términos del trabajo de desmitificaciéon que hay que llevar a cabo
(también el de evaporar algunas preguntas ingenuas), seria bueno reformular la pregunta cliché
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“sPuede pensar una maquina?” en términos de las preguntas tedricamente mas sélidas “;Puede
pensar un modelo estadistico?”, “sPuede desarrollar consciencia un modelo estadistico?, etc.

5. El algoritmo de aprendizaje: la compresion del mundo en un modelo estadistico

Es bastante usual que a los algoritmos de IA se los describa como férmulas alquimicas, capaces de
destilar formas “extrafias” de inteligencia. Pero, ¢qué hacen realmente los algoritmos de aprendizaje
maquinico? Son pocos, incluso dentro de quienes estdn en la bisqueda de una AGI (Inteligencia
Artificial General), los que se molestan en hacer esta pregunta. Algoritmo es el nombre de un proceso
mediante el cual una maquina realiza un calculo. El producto de tales procesos de mdaquina es un
modelo estadistico (mas precisamente denominado “modelo estadistico algoritmico”). En la
comunidad de programadores, el término “algoritmo” esta siendo, cada vez mas, reemplazado por
“modelo”. Esta confusion terminoldgica surge del hecho de que el modelo estadistico no existe por
separado del algoritmo: de alguna manera, el modelo estadistico existe dentro del algoritmo bajo la
forma de una memoria que esta distribuida entre sus parametros. Es por esta misma razén que es
esencialmente imposible visualizar un modelo estadistico algoritmico, tal y como se hace con
funciones matematicas simples. Aun asi, el desafio vale la pena.

En el aprendizaje maquinico hay muchas arquitecturas de algoritmos: Perceptron simple, redes
neuronales profundas, maquina de vectores de soporte, redes bayesianas, cadenas de Markov,
autoencoders, maquinas de Boltzmann, etc. Cada una de estas arquitecturas tiene una historia
diferente (casi siempre arraigada en agencias militares y corporaciones del Norte Global). Las redes
neuronales artificiales comenzaron como estructuras computacionales muy simples que fueron
evolucionando y ganando complejidad y que ahora podemos regular mediante unos pocos
hiperpardmetros que expresan millones de parametros. ¥ Por ejemplo, las redes neuronales
convolucionales se describen mediante un conjunto limitado de hiperparametros (nimero de capas,
nimero de neuronas por capa, tipo de conexion, comportamiento de las neuronas, etc.) que proyectan
una topologia compleja de miles de neuronas artificiales con millones de parametros en total. El
algoritmo comienza como una pagina en blanco y, durante el proceso llamado entrenamiento, o
“aprendizaje desde los datos”, va ajustando sus parametros hasta que alcanza una buena
representacion de los datos de entrada. En el reconocimiento de imagenes, como ya vimos, el calculo
de millones de parametros tiene que resolverse en un salida binaria simple: 1 = verdadero, se
reconoce cierta imagen; o 0 = falso, una imagen dada no se reconoce.

Para intentar una explicacion accesible de la relacion entre el algoritmo y el modelo, demos una
mirada al algoritmo complejo Inception v3, una red neuronal convolucional profunda para el
reconocimiento de imdagenes disefiada por Google y entrenada sobre el conjunto de datos ImageNet.
Se dice que Inception v3 tiene una precisiéon del 78% a la hora de identificar la etiqueta de una
imagen, pero el rendimiento de “inteligencia maquinica” en este caso puede ser medido también por
la proporcion entre el tamaiio de los datos de entrenamiento y el algoritmo (o modelo) entrenado.
ImageNet contiene 14 millones de imagenes con etiquetas asociadas que ocupan alrededor de 150
gigabytes de memoria. Por otro lado, Inception v3, que estd pensado para representar la informacion
contenida en ImageNet, solo tiene 92 megabytes. La relacién de compresiéon entre los datos de
entrenamiento y el modelo describe también de manera parcial la tasa de difraccion de la
informaciéon. En una tabla de la documentacién de Keras se compara estos valores (numero de
parametros, profundidad de las capas, dimensién del archivo y precisién) para los principales
modelos de reconocimiento de imagenes. 2° Es una forma un tanto tosca, pero efectiva, de mostrar la
relacién entre modelo y datos, para mostrar cémo se mide y evalta la “inteligencia” de los algoritmos
en la comunidad de programadores.

Los modelos estadisticos siempre han tenido influencia sobre la cultura y la politica. No surgieron
unicamente con el aprendizaje maquinico: el aprendizaje maquinico es precisamente una nueva
forma de automatizar la técnica del modelado estadistico. Cuando Greta Thunberg advierte “Escuchen
a la ciencia”, lo que realmente quiere decir, al ser ella una buena estudiante de matematica, es
“Escuchen a los modelos estadisticos de la ciencia del clima”. Sin modelos estadisticos, no hay
ciencia del clima: sin ciencia del clima, no hay activismo climatico. La ciencia del clima es, de hecho,
un buen ejemplo por donde empezar, si es que queremos comprender los modelos estadisticos. El
calentamiento global se pudo calcular luego de, primero, recopilar un gran conjunto de datos de las
temperaturas de la superficie de la Tierra cada dia del afio y, segundo, aplicar un modelo matematico
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que traza la curva de las variaciones de la temperatura en el pasado y proyecta el mismo patrén hacia
el futuro (Edwards, 2010). Los modelos climaticos son artefactos histéricos que se prueban y debaten
dentro de la comunidad cientifica y, hoy por hoy, incluso por fuera de ella 2! que ha sido desarrollado
por el Centro Nacional para la Investigacion Atmosférica en Boulder, Colorado, desde 1996. E1 CESM
es una simulacién numérica totalmente acoplada 22 del sistema de la Tierra que consiste en
componentes atmosféricos, oceanicos, de hielo, de superficie terrestre, del ciclo de carbono, y otros.
El CESM incluye un modelo de clima que brinda simulaciones de vanguardia del pasado, presente y
futuro de la Tierra. http://www.cesm.ucar.edu] Los modelos de aprendizaje maquinico, por el
contrario, son opacos e inaccesibles al debate por parte de la comunidad. Dado el grado de
mitificacién y los prejuicios sociales en torno a sus construcciones matematicas, la IA ha inaugurado
la era de la ciencia ficcién estadistica. E1 Nooscopio es el proyector de este gran cine estadistico.

6. Todos los modelos estan mal, pero algunos son utiles

“Todos los modelos estan mal, pero algunos son Utiles”: el dictum canénico del estadistico britanico
George Box ha encapsulado durante mucho tiempo las limitaciones logicas de la estadisticas y del
aprendizaje maquinico (Box, 1979). Esta maxima, sin embargo, se suele usar para legitimar los sesgos
de la IA corporativa y estatal. Los informaticos argumentan que la cognicién humana refleja la
capacidad de abstraer y aproximar patrones. Entonces, (cudl es el problema con que las maquinas
también hagan aproximaciones? Dentro de este argumento, se repite retéricamente que “el mapa no
es el territorio”. Esto suena razonable. Pero lo que deberia ponerse en cuestién es que la IA es un
mapa muy comprimido y distorsionado del territorio y que este mapa, como muchas formas de
automatizacion, no estd abierto a la negociacion comunitaria. La IA es un mapa del territorio sin el
acceso ni el consentimiento de la comunidad. 23

¢Cémo hace el aprendizaje maquinico para trazar un mapa estadistico del mundo? Veamos el caso
especifico de reconocimiento de imdgenes (la forma bdésica del trabajo de percepcién, que ha sido
codificado y automatizado como reconocimiento de patrones). 24 Dada una imagen para ser
clasificada, el algoritmo detecta los bordes de un objeto como la distribucion estadistica de pixeles
oscuros que estan rodeados de pixeles claros (un patrén visual tipico). El algoritmo no sabe qué es
una imagen, no percibe una imagen como lo hace la cognicién humana, sélo calcula pixeles, valores
numeéricos de brillo y proximidad. El algoritmo estd programado para grabar solo el borde oscuro de
un perfil (esto es, ajustarse al patrén deseado) y no todos los pixeles de la imagen (eso resultaria en
sobreajustar y repetir todo el campo visual). Se dice que un modelo estadistico esta entrenado de
manera exitosa cuando puede adaptarse con elegancia solo a los patrones importantes de los datos de
entrenamiento y aplicar esos patrones también a los nuevos datos “en la naturaleza”. Si un modelo
aprende el conjunto de datos de entrenamiento demasiado bien, reconocera sélo coincidencias exactas
de los patrones originales y pasara por alto aquellos “en la naturaleza” con similitudes cercanas. En
este caso, el modelo esta sobreajustado porque ha aprendido meticulosamente todo (incluido el ruido)
y no puede distinguir un patrén de su fondo. Por otro lado, se dice que el modelo esta subajustado
cuando no puede detectar los patrones significativos de los datos de entrenamiento. Las nociones de
sobreajuste de datos, ajuste y subajuste se pueden visualizar en un plano cartesiano.

El desafio de proteger la precisién del aprendizaje maquinico radica en poder encontrar un buen
equilibrio entre el ajuste y el sobreajuste de los datos, algo que es dificil de lograr debido a la serie de
sesgos de las maquinas. Aprendizaje maquinico es un término que, tanto como “IA”, antropomorfiza
una pieza de tecnologia: el aprendizaje maquinico no aprende nada en el sentido propio de la palabra,
como lo hace un humano; el aprendizaje maquinico simplemente mapea una distribucién estadistica
de valores numéricos y establece una funcién matemdtica que, con suerte, se aproxima a la
comprension humana. Ahora bien, dicho esto, el aprendizaje maquinico puede, por esta razoén, arrojar
nuevas luces sobre las formas en que los humanos comprendemos.

El modelo estadistico de los algoritmos de aprendizaje maquinico también es una aproximacién en el
sentido de que adivina las partes faltantes del grafico de los datos: ya sea a través de una
interpolacion, que es la prediccién de una salida y dentro del intervalo conocido de la entrada x en el
conjunto de datos de entrenamiento, o mediante una extrapolacion, que es la prediccién de la salida y
mas alla de los limites de x, lo que suele introducir altos riesgos de inexactitud. Esto es lo que
significa “inteligencia” hoy en dia dentro de la inteligencia artificial: extrapolar una funcién no lineal
mas alla de los limites de los datos conocidos. Como dice acertadamente Dan McQuillian: “No hay
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ninguna inteligencia en la inteligencia artificial, ni siquiera aprende, aunque su nombre técnico sea
aprendizaje maquinico, se trata simplemente de minimizacién matematica” (McQuillan, 2018a).

Es importante recordar que la “inteligencia” del aprendizaje maquinico no se basa en formulas
exactas de analisis matematico, sino en algoritmos de aproximacion por fuerza bruta. La forma de la
funcién de correlacién entre la entrada x y la salida y se calcula algoritmicamente, paso a paso, a
través de tediosos procesos mecanicos de ajuste gradual (como el descenso por el gradiente, por
ejemplo) que son equivalentes al célculo diferencial de Leibniz y Newton. Se dice que las redes
neuronales estdn entre los algoritmos mds eficientes porque estos métodos diferenciales pueden
aproximar la forma de cualquier funcion si se cuenta con las suficientes capas de neuronas y
abundantes recursos computacionales. 25 La aproximacién gradual por fuerza bruta de una funcién es
la caracteristica principal de la IA de hoy en dia, y es solo desde esta perspectiva que se pueden
entender sus potencialidades y sus limitaciones —en particular su creciente huella de carbono (el
entrenamiento de redes neuronales profundas necesita de cantidades exorbitantes de energia debido a
que el descenso por el gradiente y otros algoritmos de entrenamiento similares operan sobre la base
de ajustes continuos infinitesimales (Strubell et al., 2019).

7. Del mundo al vector

Las nociones de ajuste de datos, sobreajuste, subajuste, interpolacién y extrapolaciéon pueden ser
facilmente visualizadas en dos dimensiones, pero los modelos estadisticos generalmente operan en
espacios de datos multidimensionales. Antes de ser analizados, los datos se codifican en un espacio
vectorial multidimensional que esta bastante lejos de ser algo intuitivo. ;Qué es un espacio vectorial y
por qué es multidimensional? Cardon, Cointet y Maziére describen a la vectorizacién de datos de
esta manera:

Una red neuronal requiere que los valores de entrada para el cdlculo tomen la forma de un
vector. Por lo tanto, el mundo debe ser codificado de antemano en forma de una representacion
vectorial puramente digital. Mientras que ciertos objetos como las imagenes se pueden
descomponer naturalmente en vectores, otros objetos deben ser “incrustados” 2¢ dentro de un
espacio vectorial antes de que sea posible calcularlos o clasificarlos usando redes neuronales.
Este es el caso del texto, que es el ejemplo prototipico. Para ingresar una palabra en una red
neuronal, la técnica Wordzvec lo “incrusta” en un espacio vectorial que permite medir su
distancia respecto de las otras palabras en el corpus. Las palabras adquieren, asi, una posiciéon
dentro de un espacio de varios cientos de dimensiones. La ventaja de tal representacion esta en
las numerosas operaciones que permiten una transformacién semejante. Dos términos cuyas
posiciones inferidas estan cerca en este espacio son semanticamente similares; se dice que
estas representaciones estan distribuidas: el vector del concepto “departamento” (- 0.2, 0.3, -
4.2, 5.1...) sera similar al de “casa” (- 0.2, 0.3, - 4.0, 5.1...). (...) Mientras que el procesamiento
del lenguaje natural fue el pionero en “incrustar” palabras en un espacio vectorial, hoy somos
testigos de una generalizacién de procesos de incrustacion que se extiende progresivamente a
todos los campos de aplicaciones: las redes se estan volviendo puntos simples en un espacio
vectorial con graphavec, los textos con paragraph2vec, las peliculas con movieavec, los
significados de las palabras con sens2vec, las estructuras moleculares con mol2vec, etc. Segiin
Yann LeCun, el objetivo de los disefiadores de maquinas conexionistas es poner el mundo en un
vector (world2vec). (Cardon et al., 2018)

El espacio vectorial multidimensional es otra razon por la cual la légica del aprendizaje maquinico es
dificil de comprender. El espacio vectorial es otra nueva técnica cultural, con la que vale la pena
familiarizarse. El campo de las humanidades digitales, en particular, ha estado cubriendo la técnica
de vectorizacién a través de la cual nuestro conocimiento colectivo es generado 27 y procesado
imperceptiblemente. La definicién original de ciberespacio elaborada por William Gibson profetizd,
muy probablemente, la llegada de un espacio vectorial y no de la realidad virtual: “Una
representacion grafica de datos extraidos de los bancos de cada computadora en el sistema humano.
Complejidad inconcebible. Las lineas de luz oscilaban en el no espacio de la mente, los grupos y las
constelaciones de datos. Como las luces de una ciudad que se aleja” (Gibson, 1984, p. 69).

Sin embargo, debe enfatizarse que el aprendizaje maquinico todavia se parece mas a la artesania que
a la matemadtica exacta. La IA sigue siendo una historia de hacks y trucos, en lugar de intuiciones
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misticas. Por ejemplo, un truco para la compresion de informacién es la reducciéon de
dimensionalidad, que se utiliza para evitar la maldiciéon de la dimensionalidad, que es el crecimiento
exponencial de la variedad de caracteristicas en el espacio vectorial. Las dimensiones de las categorias
que muestran baja varianza en el espacio vectorial (es decir, cuyos valores fluctiian solo un poco) se
agrupan para reducir los costos de calculo. La reduccién de dimensionalidad se puede usar para
agrupar significados de palabras (como en el modelo wordzvec) pero también puede conducir a una
reduccién de categorias, que puede tener un impacto en la representacién de la diversidad social. La
reduccion de dimensionalidad puede reducir taxonomias e introducir sesgos, normalizando atin mas
la diversidad mundial y borrando identidades tnicas (Samadi et al., 2018).

8. La sociedad de los robots de clasificacion y prediccion

La mayoria de las aplicaciones contemporaneas del aprendizaje maquinico se pueden describir en
base a las dos modalidades de clasificaciéon y de prediccién, que delinean los contornos de una nueva
sociedad de control y gobierno estadistico. La clasificacién se conoce como reconocimiento de patrones,
mientras que la prediccion se puede definir también como generacién de patrones. Un nuevo patron se
reconoce o se genera cuando se interroga el nicleo interno del modelo estadistico.

La clasificacién por aprendizaje maquinico se suele emplear para reconocer un signo, un objeto o la
cara de una persona, y para asignarles una categoria (etiqueta) que les corresponde de acuerdo a la
taxonomia o a la convencién cultural. Se alimenta al modelo con un archivo de entrada (por ejemplo,
la foto de un rostro que fue capturada por una camara de vigilancia) para determinar si se ajusta o no
a su distribucion estadistica. En caso afirmativo, se le asigna como valor de salida la etiqueta
correspondiente. Desde los tiempos del Perceptron, la clasificacién ha sido la aplicacién original de
las redes neuronales: con el Deep Learning, esta técnica se ha vuelto ubicua en los clasificadores de
reconocimiento facial desplegados tanto por las fuerzas policiales como por los fabricantes de
teléfonos inteligentes.

La prediccién por aprendizaje maquinico se utiliza para proyectar tendencias y comportamientos
futuros de acuerdo a los del pasado, es decir, para completar una pieza de la informacién conociendo
solo una parte de ella. En la modalidad de prediccién, se usa una pequeiia muestra de datos de
entrada (una imprimacion 2 ) para predecir la parte que falta de la informacién, siguiendo una vez
mas la distribucién estadistica del modelo (esta podria ser la parte de un grafico numérico orientado
hacia el futuro o la parte que falta de una imagen o de archivo de audio). Por cierto, existen otras
modalidades de aprendizaje maquinico: la distribucion estadistica de un modelo se puede visualizar
dindmicamente a través de una técnica llamada exploracién espacial latente y también, en algunas
aplicaciones de disefio recientes, exploracién de patrones. 29

La clasificacion y la prediccion por aprendizaje maquinico se estan convirtiendo en técnicas ubicuas
que constituyen nuevas formas de vigilancia y de gobierno. Algunos aparatos, como los vehiculos
auténomos y los robots industriales, pueden ser una integracion de ambas modalidades. Un vehiculo
auténomo esta entrenado para reconocer diferentes objetos en una calle (personas, automoviles,
obstaculos, sefiales) y predecir acciones futuras en base a decisiones que un conductor humano ha
tomado en circunstancias similares. Incluso si reconocer un obstaculo en la calle parece ser un gesto
neutral (no lo es), identificar a un ser humano segun las categorias de género, raza y clase (y en la
reciente pandemia de COVID-19 como enfermo o inmune), como lo hacen cada vez mas las
instituciones estatales, es el gesto de un nuevo régimen disciplinario. La arrogancia de la clasificacion
automatizada ha provocado el resurgimiento de las técnicas reaccionarias lombrosianas que se creian
ya confinadas a la histora, técnicas como el reconocimiento automatico de género (AGR), “un
subcampo de reconocimiento facial que tiene como objetivo identificar algoritmicamente el género de
las personas a partir de fotografias o videos” (Keyes, 2018).

Recientemente, la modalidad generativa del aprendizaje maquinico ha tenido un impacto cultural: su
uso en la produccién de artefactos visuales ha sido recibida por los medios de comunicacién como la
idea de que la inteligencia artificial es “creativa” y puede hacer arte de forma auténoma. Una obra de
arte que se dice que fue creada por IA siempre esconde un operador humano, quien aplicé la
modalidad generativa de una red neuronal entrenada en un conjunto de datos. En esta modalidad, la
red neuronal se ejecuta hacia atrds (pasando de la capa de salida mas pequefia hacia la capa de entrada
mas grande) para generar nuevos patrones después de haber sido entrenada para clasificarlos, un
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proceso que generalmente se mueve desde la capa de entrada mas grande hacia la capa de salida mas
pequeiia. La modalidad generativa, sin embargo, tiene algunas aplicaciones ttiles: puede usarse como
una especie de verificacién de la realidad para revelar qué es lo que el modelo aprendid, es decir, para
mostrar como el modelo “ve el mundo”. Por ejemplo, se la puede aplicar al modelo de un vehiculo
auténomo para verificar como se proyecta la situacién en la calle.

Una forma algo famosa de ilustrar cémo un modelo estadistico “ve el mundo” es Google DeepDream.
DeepDream es una red neuronal convolucional basada en Inception (que estd entrenada en el
conjunto de datos ImageNet mencionado anteriormente) que fue programada por Alexander
Mordvintsev para proyectar patrones alucinatorios. Mordvintsev tuvo la idea de “poner la red al
revés”, es decir, convertir un clasificador en un generador, utilizando algo de ruido aleatorio o
iméagenes de paisaje genéricas como entradas (Mordvintsev et al., 2015). Descubrié que “las redes
neuronales que fueron entrenadas para discriminar entre diferentes tipos de imdgenes tienen
también mucha de la informaciéon que se necesita para generar imdagenes”. En los primeros
experimentos de DeepDream, plumas de pdjaros y ojos de perros comenzaron a surgir por todas
partes en tanto que las razas de los perros y las especies de pajaros estan muy sobrerrepresentadas en
ImageNet. También se descubrié que la categoria “mancuerna” se aprendié siempre adherida a un
brazo humano surrealista. Prueba de que muchas otras categorias de ImageNet estan
mal representadas.

Las dos modalidades principales de clasificacion y generacion pueden ensamblarse en arquitecturas
mas complejas como en las redes generativas antagénicas (RGA). En la arquitectura RGA (GAN, en
inglés), una red neuronal con el rol de discriminador (un clasificador tradicional) tiene que reconocer
una imagen producida por otra red neuronal que tiene el rol de generador, formando un bucle de
refuerzo que entrena a los dos modelos estadisticos simultaneamente. Para algunas propiedades
convergentes de sus respectivos modelos estadisticos, las RGAs demostraron ser muy buenas a la
hora de generar imdgenes altamente realistas. Esta habilidad ha provocado su abuso en la fabricacién
de “falsificaciones profundas” (deep fakes). 3° Con respecto a los regimenes de verdad, una
controvertida aplicacion similar es el uso de RGAs para generar datos sintéticos en la investigacion
del cancer, en la que redes neuronales entrenadas en conjuntos desbalanceados de datos de tejidos
cancerosos han comenzado a alucinar canceres en donde no habia ninguno (Cohen et al., 2018). En
este caso, “en lugar de descubrir cosas, estamos inventando cosas”, observa Fabian Offert, “el
espacio de descubrimiento es idéntico al espacio de conocimiento que la RGA ya tenia. (...) Mientras
pensamos que estamos viendo a través de la RGA —mirando algo con la ayuda de una RGA- en
realidad estamos viendo dentro de una RGA. La visién por RGA no es realidad aumentada, es realidad
virtual. Las RGAs confunden el descubrimiento y la invencion” (Offert, 2020). La simulacion por RGA
de cancer cerebral es un tragico ejemplo de alucinacién cientifica impulsada por la IA.

9. Fallas de un instrumento estadistico: la no deteccion de lo nuevo.

El poder normativo de la IA en el siglo XXI debe ser sometido a escrutinio en estos tres términos
epistémicos: ¢qué significa enmarcar el conocimiento colectivo como patrones, y qué significa trazar
espacios vectoriales y distribuciones estadisticas de los comportamientos sociales? De acuerdo con
Foucault, en la Francia de la modernidad temprana, el poder estadistico ya se utilizaba para medir las
normas sociales y discriminar entre comportamiento normal y anormal (Foucault, 2004, p. 26). La IA
extiende facilmente el “poder de normalizaciéon” de las instituciones modernas —entre otras la
burocracia, la medicina y la estadistica (originalmente, el conocimiento numérico que poseia el
Estado sobre su poblacion)-, que ahora pasa a manos de las corporaciones de IA. La norma
institucional se ha vuelto una norma computacional: la clasificacion de sujetos, de cuerpos y de
comportamientos, ya no parece ser un asunto para los registros publicos, sino, por el contrario, para
algoritmos y centro de datos. 3! La “racionalidad data-céntrica”, concluye Paula Duarte, “deberia
entenderse como la expresion de la colonialidad del poder” (Ricaurte, 2019).

Sin embargo, siempre persiste un salto, una friccién, un conflicto, entre los modelos estadisticos de la
IA y el sujeto humano supuestamente medido y controlado. Este salto 16gico entre los modelos
estadisticos y la sociedad usualmente se discute como sesgo. Se ha demostrado ampliamente cémo el
reconocimiento facial representa de manera errénea a las minorias sociales y como los servicios de
logistica y entregas manejados por IA evitan los barrios de poblacién negra (Ingold & Soper, 2016). Si
las discriminaciones de género, raza y clase son amplificadas por los algoritmos de IA, esto es parte
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de un problema mayor de discriminacion y normalizacién en el nucleo 16gico del aprendizaje
maquinico. La limitacion 1dgica y politica de la IA radica en la dificultad de la tecnologia para el
reconocimiento y la prediccion de un evento nuevo. ;De qué modo el aprendizaje maquinico lidia con
una anomalia realmente Unica, un comportamiento social poco comun, un acto innovador o una
disrupcién? Las dos modalidades del aprendizaje maquinico muestran una limitacién que no es
solamente un sesgo.

Un limite légico de la clasificacién por aprendizaje maquinico, o del reconocimiento de patrones, es la
incapacidad de reconocer la anomalia GUnica que aparece por primera vez, tal como una nueva
metafora en poesia, un nuevo chiste en la conversacion cotidiana, o un objeto inusual (¢una peatona,
una bolsa pléstica?) en el escenario de la calle. La no deteccién de lo nuevo (algo que nunca “ha sido
visto” por un modelo y por ello nunca ha sido clasificado antes en una categoria conocida) es un
problema particularmente peligroso para los autos con conduccién automatica y que ya ha causado
muertes. La predicciéon del aprendizaje maquinico, o la generacién de patrones, evidencian fallas
similares para la suposicién de futuras tendencias y comportamientos. Como técnica de compresion
de la informacién, el aprendizaje maquinico automatiza la dictadura del pasado, de taxonomias
pasadas y de patrones de comportamiento sobre el presente. Este problema puede denominarse la
regeneracion de lo viejo: la aplicacién de una visién homogénea de espacio-tiempo que restringe la
posibilidad de un nuevo evento histérico.

Resulta interesante que, en el aprendizaje maquinico, la definicion l6gica de un asunto de seguridad
también describe el limite 1dgico de su potencial creativo. Los problemas caracteristicos de la
prediccion de lo nuevo estan relacionados logicamente con aquellos que caracterizan la generacién de
lo nuevo, porque el modo en el que el algoritmo de aprendizaje maquinico predice una tendencia en
una serie temporal 32 es idéntico al modo en el que genera una nueva obra de arte a partir de patrones
aprendidos. La trillada pregunta “sla IA puede ser creativa?” deberia reformularse en términos
técnicos: ¢El aprendizaje maquinico puede crear obras que no sean imitaciones del pasado? ¢El
aprendizaje maquinico puede extrapolarse mas alla de los limites estilisticos de sus datos de
entrenamiento? La “creatividad” del aprendizaje maquinico se limita a la deteccién de estilos a partir
de sus datos de entrenamiento y luego a la improvisacién aleatoria dentro de esos estilos. En otras
palabras, el aprendizaje maquinico puede explorar e improvisar sélo dentro de los limites l6gicos que
estan establecidos por los datos de entrenamiento. Para todos estos asuntos, y su grado de
compresion de informacion, seria mas preciso denominar el arte de aprendizaje maquinico como arte
estadistico.

Otro error del aprendizaje maquinico, del que no se habla, es que se suele adoptar la correlacion
estadistica entre dos fenémenos para explicar la causaciéon de uno por el otro. En estadistica,
normalmente se entiende que la correlacién no implica causacién, en el sentido de que una sola
coincidencia estadistica no es suficiente para demostrar causalidad. Un ejemplo tragico es el trabajo
del estadistico Frederick Hoffman, que en 1896 publicé un reporte de 330 paginas, destinado a
agencias aseguradoras, para demostrar una correlacion racial entre ser afroamericano y tener una baja
expectativa de vida (O’Neil, 2017, Capitulo 9). Haciendo mineria de datos superficial, el aprendizaje
magquinico puede construir correlaciones arbitrarias que luego son percibidas como reales. En 2008
esta falacia légica fue abrazada con orgullo por el director de Wired, Chris Anderson, quien declaré el
“final de la teoria” porque “la avalancha de datos vuelve obsoleto al método cientifico” (Anderson,
2008). 33 De acuerdo a Anderson, quien no es ningin experto en el método cientifico ni en la
inferencia légica, si la correlacion estadistica es suficiente para que Google lleve adelante su negocio
de avisos, por ello también debe ser lo suficientemente buena para descubrir paradigmas cientificos
automaticamente. Incluso Judea Pearl, pionero de las redes bayesianas, cree que el aprendizaje
maquinico esta obsesionado con el “ajuste de curvas”, registrando correlaciones sin ofrecer
explicaciones (Pearl & Mackenzie, 2018). Semejante falacia 1dgica ya se ha vuelto una falacia politica,
si uno tiene en cuenta que las fuerzas policiales en todo el mundo han adoptado algoritmos
predictivos de vigilancia. 34 Segin Dan McQuillan, cuando se aplica de este modo el aprendizaje
maquinico a la sociedad, se vuelve un aparato biopolitico de accién preventiva, que produce
subjetividades que pueden ser subsecuentemente criminalizadas (McQuillan, 2018b). Basicamente, el
aprendizaje maquinico obsesionado con el “ajuste de curvas” impone una cultura estadistica y
reemplaza la episteme tradicional de causacién (y de responsabilidad politica) con una de
correlaciones guiada ciegamente por la automatizacion de la toma de decisiones.
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10. Inteligencia antagonica vs. Inteligencia artificial

Hasta aqui hemos mostrado paso a paso las difracciones y alucinaciones estadisticas del aprendizaje
maquinico a través de las multiples lentes del Nooscopio. En este punto, la orientacién del
instrumento debe ser revertida: las teorias cientificas tanto como los dispositivos computacionales
estan inclinados a consolidar una perspectiva abstracta: la “visién desde ningin lugar” cientifica, que
a menudo es sélo el punto de vista del poder. El estudio obsesivo de la IA puede arrastrar al académico
a un abismo de computacion y la ilusién de que la forma técnica ilumina la social. Como observa
Paola Ricaurte: “El extractivismo de los datos asume que todo es fuente de datos” (Ricaurte, 2019).
¢Cémo emanciparnos de una mirada dato-céntrica del mundo? Es tiempo de darse cuenta de que no
es el modelo estadistico el que construye al sujeto, sino mas bien el sujeto el que estructura el modelo
estadistico. Los estudios internalistas y externalistas sobre IA deben difuminarse: las subjetividades
hacen a las matematicas del control desde dentro, no desde fuera. Apoyando lo que una vez dijo
Guattari de las maquinas en general, la inteligencia maquinica también estd constituida de “formas
hiper-desarrolladas e hiper-concentradas de ciertos aspectos de la subjetividad humana” (Guattari,
1989/2013, p. 2).

En lugar de estudiar exclusivamente cémo funciona la tecnologia, la investigacion critica también
estudia como se rompe, como los sujetos se rebelan contra su control normativo y los trabajadores
sabotean sus engranajes. En este sentido, una forma de hacer resonar los limites de la IA es mirar
hacia ciertas practicas de hackeo. Hackear es un método importante de produccién de conocimiento,
una sonda epistémica crucial en la obscuridad de la IA. 35 Los sistemas de aprendizaje profundo para
reconocimiento facial han disparado, por ejemplo, formas de activismo de contra-vigilancia.
Mediante técnicas de ofuscacion facial, los humanos han decidido volverse ininteligibles ante la
inteligencia artificial: esto es, volverse, en si mismos, cajas negras. Las técnicas tradicionales de
ofuscacion contra la vigilancia inmediatamente adquieren una dimensién matematica en la era del
aprendizaje maquinico. Por ejemplo, el artista e investigador de IA Adam Harvey ha inventado un
camuflaje textil llamado HyperFace que engafia los algoritmos de visién computacional 3¢ para que
vean multiples rostros donde no hay ninguno (Harvey, 2016). El trabajo de Harvey presenta la
pregunta: ¢qué constituye un rostro para un ojo humano, por un lado, y para el algoritmo de vision
computacional, por el otro? Los fallos (glitches) neuronales de HyperFace explotan esa brecha
cognitiva (cognitive gap) y revelan cémo se ve un rostro humano para una maquina. Esta brecha entre
percepcion humana y maquinica ayuda a introducir el campo creciente de ataques antagoénicos.

Los ataques antagdnicos explotan puntos ciegos y regiones débiles en el modelo estadistico de una
red neuronal, generalmente para engaiiar a un clasificador y hacerlo percibir algo que no esta alli. En
el reconocimiento de objetos, un ejemplo antagdénico puede ser una imagen alterada de una tortuga,
que parece inocua para el ojo humano pero que resulta mal clasificada como un rifle por una red
neural (Athalye et al., 2018). Pueden llevarse a cabo ejemplos antagonicos como objetos 3D e incluso
calcomanias para sefiales de trafico que pueden desorientar a los autos auténomos (que pueden leer
una velocidad maxima de 120 km/h donde en realidad es de 50 km/h) (Morgulis et al., 2019). Los
ejemplos se disefian sabiendo lo que una mdaquina nunca ha visto antes. Este efecto también se
alcanza haciendo ingenieria inversa del modelo estadistico o contaminando el conjunto de datos de
entrenamiento. En este Ultimo sentido, la técnica de contaminacién de los datos apunta al conjunto
de datos de entrenamiento e introduce datos adulterados (doctored). Al hacer eso, altera la precision
del modelo estadistico y crea una puerta trasera que eventualmente puede ser explotada por un
ataque antagénico. 37 El ataque antagénico parece apuntar a una vulnerabilidad matemdtica que es
comun a todos los modelos de aprendizaje maquinico: “Un aspecto interesante de los ejemplos
antagénicos es que un ejemplo generado por un modelo a menudo es mal clasificado por otros
modelos, incluso cuando tienen arquitecturas diferentes o han sido entrenados con conjuntos de
entrenamiento disjuntos 3% ” (Goodfellow et al., 2015). Los ataques antagénicos nos recuerdan la
discrepancia entre la percepcién humana y la maquinica y el hecho de que el limite 16gico del
aprendizaje maquinico es también un limite politico. La frontera logica y ontoldgica del aprendizaje
maquinico es el sujeto rebelde o el evento anémalo que escapa a la clasificacion y al control. El sujeto
del control algoritmico contraataca. Los ataques antagdnicos son un modo de sabotear la cadena de
montaje del aprendizaje maquinico mediante la invencién de un obstéaculo virtual que pueda sacar de
quicio al aparato de control. El ejemplo antagdnico es el sabot en la era de la IA.
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11. Trabajo en la era de la IA

Es necesario aclarar la naturaleza de la entrada (input) y la salida (output) del aprendizaje maquinico.
La IA presenta problemas no solo respecto del sesgo de la informacidn, sino también respecto del
trabajo. La IA no es sélo un aparato de control, sino también un aparato productivo. Como recién
mencionamos, hay una fuerza de trabajo invisible implicada en cada paso de su cadena de montaje
(composiciéon del conjunto de datos, supervision del algoritmo, evaluacion del modelo, etc.).
Oleoductos de tareas sin fin inervan del Norte Global hacia el Sur Global; plataformas colaborativas de
trabajadores de Venezuela, Brasil e Italia, por ejemplo, son cruciales para ensenarles a los autos
auténomos alemanes “como ver” (Schmidt, 2019). Contra la idea de la operacion de una red de
inteligencia alienigena, debe enfatizarse que, en la totalidad del proceso computacional de la IA, el
trabajador humano nunca ha salido del bucle, o de modo mas preciso, nunca ha salido de la cadena de
montaje. Mary Gray y Siddharth Suri acufiaron el término “trabajo fantasma” para referirse al
trabajo invisible que hace que la IA parezca artificialmente autonoma.

Mas alla de algunas decisiones basicas, la inteligencia artificial contemporanea no puede funcionar
sin humanos en el bucle (loop). Ya sea que esté ofreciendo una seleccién relevante de noticias o
llevando a cabo un complicado pedido de pizza mediante mensaje de texto, cuando la inteligencia
artificial (IA) se obtura o no puede terminar el trabajo, miles de negocios convocan a gente para
completar silenciosamente el proyecto. Esta nueva cadena de montaje digital suma el input de
trabajadores distribuidos, envia partes de proyectos mas que productos, y opera a través de un
servidor de sectores econdmicos durante todas las horas del dia y de la noche. (Gray & Suri, 2019)

La automatizacién es un mito; debido a que las maquinas, incluyendo a la IA, solicitan
constantemente la ayuda humana, algunos autores han sugerido reemplazar “automatizacion” por el
término mas preciso heteromatizacion (Ekbia & Nardi, 2017). La heteromatizacién significa que la
narrativa usual de la IA como perpetuum mobile solo es posible gracias a un ejército de reserva
de trabajadores.

Sin embargo, hay un modo mas profundo en que el trabajo constituye a la IA. La fuente de
informacion del aprendizaje maquinico (cualquiera sea su nombre: datos de entrada, datos de
entrenamiento, o sélo datos) siempre es una representacion de habilidades, actividades y
comportamientos humanos; una produccién social, en suma. Todos los conjuntos de datos de
entrenamiento son, implicitamente, un diagrama de la divisién del trabajo humano que la IA debe
analizar y automatizar. Los conjuntos de datos para el reconocimiento de imagenes, por ejemplo,
registran el trabajo visual que conductores, guardias y supervisores usualmente realizan durante sus
tareas. Incluso los conjuntos de datos cientificos dependen del trabajo cientifico, la planificacién de
experimentos, la organizacion de los laboratorios, y la observacion analitica. El flujo de informacion
de la IA debe comprenderse como un aparato disefiado para extraer “inteligencia analitica” de las
formas de trabajo mas diversas, y para transferir tal inteligencia a una maquina (lo que incluye,
obviamente, dentro de la definicién de trabajo, a formas extendidas de produccion social, cultural y
cientifica) 39 . Resumiendo, el origen de la inteligencia maquinica es la divisién del trabajo y su
principal propésito es la automatizacién del trabajo.

Los historiadores de la computacién ya han enfatizado que los primeros pasos de la inteligencia
maquinica tuvieron lugar durante el proyecto decimondnico de mecanizar la divisién del trabajo
mental, especificamente la tarea del calculo manual (Daston, 1994; Jones, 2016; Schaffer, 1994).
Desde entonces, el proyecto de la computacion ha sido una combinacién de vigilancia y
disciplinamiento del trabajo, de céalculo dptimo de la plusvalia, y de planificaciéon de los
comportamientos colectivos (Pasquinelli, 2019a). La computacion fue establecida por, y ain impone,
un régimen de visibilidad e inteligibilidad, no sélo de razonamiento 1égico. La genealogia de la IA
como un aparato de poder se confirma hoy por su empleo extendido en tecnologias de identificacion y
prediccion, y sin embargo la anomalia central que ain contintia esperando ser computada es la
desorganizacién del trabajo.

Como tecnologia de automatizacién, la IA tendrd un impacto tremendo en el mercado laboral. Si el
aprendizaje profundo tiene una tasa de error del 1% en el reconocimiento de imagenes, por ejemplo,
significa que aproximadamente el 99% del trabajo rutinario basado en tareas visuales (por ejemplo, la
seguridad aeroportuaria) puede ser potencialmente reemplazado (cuando las restricciones legales y la
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oposicion sindical lo permitan). El impacto de la IA en el trabajo estd bien descrito (desde la
perspectiva de los trabajadores, finalmente) en un informe del Instituto de Sindicatos Europeos, que
resalta “siete dimensiones esenciales que la futura regulacién deberia atender para proteger a los
trabajadores: 1) resguardar la privacidad y protecciéon de datos de los trabajadores; 2) abordar la
vigilancia, el seguimiento, y el monitoreo; 3) transparentar los propésitos de los algoritmos de IA; 4)
garantizar el ejercicio del ‘derecho a la explicacion’ en relacién a las decisiones tomadas por
algoritmos o modelos de aprendizaje maquinico; 5) preservar la seguridad e integridad de los
trabajadores en las interacciones humano-maquina; 6) promover la autonomia de los trabajadores en
las interacciones humano-maquina; 7) permitir a los trabajadores alfabetizarse en IA” (Ponce, 2020).

Finalmente, el Nooscopio manifiesta una nueva Pregunta por la Maquinaria en la era de la IA. La
Pregunta por la Maquinaria (the Machinery Question) fue un debate que se desaté en Inglaterra
durante la revolucién industrial, cuando la respuesta al uso de maquinas y el subsecuente desempleo
tecnolégico de los trabajadores constituyé una campafia social para una mayor educacién sobre las
maquinas, que tomod la forma del Movimiento del Instituto de Mecanicos (Berg, 1980). Hoy
requerimos una Pregunta por la Maquinaria para desarrollar mds inteligencia colectiva sobre la
“inteligencia maquinica”, mas educacién publica en lugar de “maquinas que aprenden” tanto como
de su régimen de extractivismo cognitivo (que reafirma las viejas rutas coloniales, basta sélo con
mirar hoy el mapa de las plataformas colaborativas). También en el Norte Global, esta relacion
colonial entre la IA corporativa y la produccion de conocimiento como un bien comun debe pasar a
primer plano. El propdsito del Nooscopio es exponer el cuarto secreto del Turco Mecanico corporativo
e iluminar el trabajo de conocimiento invisible que hace a la inteligencia maquinica aparecer como
una fuerza ideoldgica auténoma.
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Notas

1
Sobre la autonomia de la tecnologia véase: (Winner, 1978).
2

Sobre la extension del poder colonial en las operaciones de la logistica, los algoritmos y las finanzas
véase: (Mezzadra & Neilson, 2019). Sobre el colonialismo epistémico véase: (Pasquinelli, 2019b).

3
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Las humanidades digitales denominan a una técnica similar como lectura distante, que ha involucrado
gradualmente el uso de andlisis de datos y aprendizaje maquinico en historia de la literatura y del
arte. Véase: (Moretti, 2013).

4
Para una historia concisa de la IA véase: (Cardon et al., 2018).
5

El uso de la analogia visual también apunta a registrar la debilitada distincién entre imagen y ldgica,
representacion e inferencia, en la composiciéon técnica de la IA. Los modelos estadisticos de
aprendizaje maquinico son representaciones operativas (en el sentido de las imagenes operativas de
Harun Farocki).

6

Para un estudio sistematico de las limitaciones logicas del aprendizaje maquinico véase:
(Malik, 2020).

7

Para una lista mas detallada de sesgos de la IA véase: (Suresh & Guttag, 2020). Véase también:
(Mehrabi et al., 2019).

8

Los informdticos argumentan que la IA pertenece al subcampo del procesamiento de sefiales, es decir
de la compresion de datos.

9
deep learning
10

Los proyectos tales como la inteligencia artificial explicable, el aprendizaje profundo interpretable y
los mapas de calor, entre otros, han demostrado que abrir la “caja negra” del aprendizaje maquinico
es posible. Sin embargo, la interpretabilidad y la explicabilidad completas de los modelos estadisticos
del aprendizaje maquinico siguen siendo un mito. Véase: (Lipton, 2017).

11

En el aprendizaje supervisado. También el aprendizaje auto-supervisado mantiene formas de
intervencién humana.

12
Sobre la taxonomia como forma de conocimiento y poder véase: (Foucault, 1966/2010).
13

Tales como el Turco Mecdnico de Amazon, cinicamente denominado por Jeff Bezos como
“inteligencia artificial artificial”. Véase: (Pontin, 2007).

14

Aunque la arquitectura convolucional viene del trabajo de Yann LeCunn a fines de la década de 1980,
el aprendizaje profundo comienza con este articulo: (Krizhevsky et al., 2017).

15
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Para un recuento accesible (aunque no muy critico) del desarrollo de ImageNet véase:
(Mitchell, 2019).

16

WordNet es “una base de datos léxica de relaciones semdnticas entre palabras” que fue comenzada
por George Armitage en la Universidad de Princeton en 1985. Ofrece una estructura estrictamente
arborea de definiciones.

17

La regulacion de la privacidad de los datos GDPR que aprob6 el Parlamento Europeo en mayo de 2018
es, con todo, una mejora, comparada con la falta de regulacion en los Estados Unidos.

18

Los parametros de un modelo que se aprenden de los datos se llaman “parametros”, mientras que los
parametros que no se aprenden de los datos, sino que se fijan manualmente, se llaman
“hiperparametros”, que determinan la cantidad y las propiedades de los parametros.

19

Este valor también puede ser un valor porcentual entre 1y 0.

20

https://keras.io/applications (Documentacion para modelos individuales).

21

Véase el Community Earth System Model (CESM) [Modelo de Sistema Terrestre Comunitario
22

coupled numerical simulation

23

Las escuelas de antropologia y etnologia post-colonial y post-estructuralista han enfatizado que
nunca hay territorio per se, sino, siempre, un acto de territorializacién.

24

El reconocimiento de patrones es uno entre muchas otras economias de la atencién. “Mirar es
trabajar”, como nos recuerda Jonathan Beller (2006, p. 2).

25

Como lo demuestra el teorema de aproximacién universal.
26

embedded

27

rendered

28

primer

29
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Para la idea de creacidn asistida y generativa véase: Roelof Pieters y Samim Winiger (2018)
30

Los deep fakes son videos sintéticos similares a los de los medios en los que los rasgos faciales de una
persona son reemplazados por los de alguien mas, a menudo con el propdsito de producir
noticias falsas.

31

Sobre normas computacionales, véase: (Pasquinelli, 2017).
32

time chart

33

Para una critica, véase: (Mazzocchi, 2015).

34

Experimentos realizados por el Departamento de Policia de Nueva York desde finales de la década de
1980. Véase: (Pasquinelli, 2017)

35

La relacidn entre la IA y hackear no es tan antagonica como puede parecer: a menudo gira en un bucle
de aprendizaje, evaluacién y refuerzo mutuos.

36
computer vision

37

La contaminacién de datos también puede emplearse para proteger la privacidad mediante el ingreso
de informacién anonimizada o aleatoria al conjunto de datos.

38
disjoint
39

Para la idea de inteligencia analitica, véase: (Daston, 2018)
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